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Abstract 

Today, women make up around 15% of students and professionals in IT. This almost complete 
lack of gender diversity has implications not only for gender equality in employment, but also for 
the inclusivity and performance of digital applications. 

The highly homogeneous population of developers and business managers (white, middle- and 
upper-class males) tends to overlook the needs and characteristics of other populations, 
particularly women.  

What’s more, arti�icial intelligence (AI) algorithms are fed with billions of pieces of training data 
(voice, text, images, videos, etc.). The quality of the data produced by the programs depends �irst 
and foremost on the quality of this training data. Most datasets are automatically generated and 
re�lect an unequal society: women are underrepresented or represented in traditional roles. 

The aim of this conference is to explain the gender bias in arti�icial intelligence and then to identify 
possible ways to ensure that everyone is better represented in the digital transformation. 
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